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Adversarial Information Retrieval in the Web

Ricardo Baeza-Yates, Paolo Boldi, and José-María Gómez-Hidalgo

The Web is the killer application of the Internet. Without doubt, such a useful application is destined to be the subject of abuse, as others like e-mail are. Spam has invaded the Search Engines, the Social Networks, and moreover, the Web is also abused by its users and not only the content providers. Adversarial Information Retrieval (AIR) deals with the classification of content (or use of content) regarding its abuse quality, and faces an adversary (the abuser), who is ever trying to mislead the classifier. Search Engine spam detection, Web content filtering, and others, are instances of AIR in the Web. In this work, we review a number of AIR problems in the Web, along with some proposed solutions. We pay special attention to link-based Search Engine spam detection, and to Web content filtering, as representatives of a range of proposed techniques to reach high effectiveness in controlling Web related abuse.
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1 Introduction

As the amount of information and usage of the Web increases, so does its economic value and the interest in abusing it. Since search engines are the most prominent entry point to the Web, they are the focus of complex attacks named Search Engine Spam. Other forms of abuse include surfing inappropriate Web contents in schools, libraries and the work place. What these kinds of abuse have in common is that they both can be addressed as text classification tasks in a so-called Adversarial Information Retrieval (AIR) setting [7].

The most prominent adversarial classification task is spam e-mail filtering [12]. Spam or junk e-mail messages advertising porn websites, Viagra pills, or asking for users’ bank data, are sent in hundreds of millions each day, causing irritation, waste of time and severe economic damage. Spam filtering is a text classification task in which e-mail messages are classified as spam or legitimate. In spam fil-
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tering, the content provider (the spammer) abuses the medium (the e-mail) by sending the consumer (the user) undesired messages, specifically prepared for avoiding detection by the user’s anti-spam filter.

What makes the problem challenging is the fact that spammers are highly committed to avoid detection, because reaching more and more users is the way to get their economic benefit. One in one hundred thousand users buying a box of false Viagra is enough to get an important economic profit. The main property of Adversarial Information Retrieval tasks is the existence of an individual, the adversary, who is constantly improving his or her methods to make the system mislead, making wrong decisions. In fact, there is an endless war between the abusers and the classification system developers, with no expected winner at the end.

In this paper, we review a number of AIR problems in the Web, and focus on two of them, because they provide a good overview of the techniques being used for the whole range of problems. The problems we discuss in detail are link-based Search Engine Spam [13], and Web content filtering [15].

2.1 Content Spam

Spam is the paradigmatic problem in Adversarial Classification and many tasks have borrowed that word from the task of spam e-mail filtering. What they have in common is the existence of an abuser or adversary, who tries to make the classifier fail. While most of the time, the adversary is the content provider (i.e. the spammer who writes his or her e-mails or the Web master who tries to make his Web site get undeserved high rank in many Web searches, etc.), sometimes the user also tries to abuse the classifier (as children do when trying to access inappropriate Web content in schools, like pornography).

The goal of this section is to present an outline of the most relevant AIR tasks in the Web, and pointers to proposed solutions in the literature (if any). The tasks we discuss are organized in three groups: content spam, link spam, and usage spam. In the last section, we discuss emerging forms of AIR in the Web.

2.1.1 Content-based Search Engine Spam

Search Engines still have to return Web sites according to keywords entered by their users. The content providers can increase their impact by inserting popular keywords in their Web pages [13]. For instance, an electronic commerce Web site owner may put the most popular keywords according to public ranks like Google’s Zeitgeist, even if they are not related to its business. The goal is getting his or her Web site returned as a hit for a popular search keyword, attracting consumers to it. This form of abuse is often named “keyword spamming”.

The abuser (the content provider) tries to get a high rank for these popular keywords by putting them in the title, URL or anchor HTML tags, making the keywords very frequent in his or her Web page, and even copying large pieces of text from popular Web sites. The keywords are often hidden by showing them in the same colour as the background of the Web page.

Ntoulas et al. [20] have investigated the text and format properties of keyword spamming pages. For instance, they have found a clear correlation between the "spammicity" of a page, and the number of keywords in the page (the more words, the higher probability of being spam). Other useful features for detecting text-based spam are the number of words in the page title, the average word length, the amount of anchor text or the fraction of visible content.

2.1.2 Cloaking

Cloaking is a form of information disguising in which content providers serve different versions of a Web page to the users and to the Search Engine indexing robots [25]. This way, an unrelated Web page may be retrieved for a suitable search query.

An obvious way to address cloaking is to compare the versions of the Web page retrieved by different agents (e.g. the official Google or Yahoo! bots, and a bot disguised as a Firefox user). However, this method is limited by the ever-changing nature of dynamic Web pages: Web servers return pages with different news items, advertisements, etc. Wu and Davison [25] propose to compare different copies of the Web page obtained by two crawlers and two browsers. If crawler Web page versions are similar, and different to browsers’ ones, which are in turn similar, the Web page is a good candidate of cloaking. As downloading four versions of a Web page is quite inefficient for a Search Engine crawler, the method is refined in [26] by filtering out those pages with no significant difference between one crawler and one browser versions.

2.1.3 Sensitive Content and Abuse

It is clear that some kinds of Web information are inappropriate depending on the place where they are accessed. For instance, casino games are not suitable for corporation employees at the work place, or pornography should not be accessed by children. In order to avoid this kind of abuse, with a clear economic impact (in terms of working time and bandwidth wasted, for instance), filters and monitors have been designed and are present nowadays in an increasing number of institutions. We discuss the techniques used by these systems in the Section 3.

2.1.4 Blog Spam

Web logs or just blogs may well be the most popular Web 2.0 tool, enabling millions of Internet users to have a voice in the Web, and leading to social networks which are...
extremely useful for targeting advertisements. Because creating, editing and commenting blogs is so easy, they have been specially abused, in order to drive rank to even non-blog Web pages, through links in massively posted comments, and other tactics [16].

Blogs are a specific genre in the Web, with specialized Search Engines like Technorati. So, specific techniques for detecting different forms of blog spam (often named “splog”) have been proposed. For instance, Kolari et al. [17] have proposed a Machine Learning approach based on text features for detecting spam blogs; this approach is very similar to some of those we discuss in the Sections 3 and 4. Mishne et al. [19] focus on blog comments, presenting an approach for detecting link spam common in blog comments by comparing the language models used in the blog post, the comment, and pages linked by the comments. In contrast to other link spam filtering approaches, their method requires no training, no hard-coded rule sets, and no knowledge of complete-web connectivity.

2.2 Link Spam

Perhaps one of the main reasons for the success of Google is the ability of its designers to recognize the social nature of the Web, that is, the Web as a place to build human relations. The most reliable social information in the Web is represented by hyperlinks, through which content providers demonstrate their interest and trust on others’ contents. Today, most Search Engines make use of some form of link-based quality metric for Web sites, with direct impact on the rankings they return to users’ queries. The most popular one is that used by Google, the PageRank [21]. At the end, these metrics are no more than variations of prestige measures used for scientific literature, based on citation graphs.

As scoring high in Search Engines drives users to your Web site, it has big economic value, and in consequence, some content providers have explicit interest on abusing link-based ranks. The straightforward method to improve the rank of a page is to build a network of highly connected Web pages (a link farm) pointing to it, with the hope of these sites propagating their rank thought the network, to the target Web site. In the Section 4 we provide a detailed description of the methods used to detect and avoid this kind of abuse.

2.3 Usage Spam

Another important measure used by search engines is user clicks. Page clicks after a query may indicate good pages. Although page clicks are biased by the ranking and the interface of the search engine, their real distribution can be approximated by reducing this bias. However clicks can also be spammed. How we distinguish a click by a real user from another click by a software agent? Until the current time there have been very few public results for this problem (e.g. detecting recurrent IP addresses or strange click patterns).

This is a very difficult problem currently under research, in particular because this problem is related to an even more important click spam: false advertising clicks. In this case each click implies a real monetary cost, so click spam must be detected to charge each advertiser only for clicks done by real people.

3 Case Study: Web Content Filtering

A very relevant form of abuse related to content is the access to inappropriate Web content in the workplace and in schools. The content analysis techniques used in Web filters offer a good representation of content-based adversarial classification, and we discuss them below.

3.1 The Problem of Accessing Inappropriate Web Content

The self-regulating nature of Web publishing, along with the ease of making information available on the Web, has allowed some content providers make offensive, harmful or even illegal contents available in Web sites across the world. This fact makes the use of filtering and monitoring systems a necessity in educational environments, and in the workplace, to protect children and prevent Internet abuse.

In contrast to the previous tasks, the adversaries in this task are both the content providers and the content users. On the one hand, some content providers put illegal and harmful content in the Web, like hate speech (xenophobia and racism), conveniently disguised as legitimate political opinions. On the other, consumers make an inappropriate use of the Internet resource at the workplace (for instance, accessing casino games) or in schools and libraries (for example, accessing videogames or pornographic Web sites). While education and a suitable Internet Usage Policy are required to prevent this abuse, Web filters and monitors can be used to detect or prevent anomalous behaviour.

3.2 Techniques for Web Filtering and Monitoring

There are a number of filtering solutions available in the market, including commercial products like CyberPatrol or NetNanny, and open source systems like SquidGuard or DansGuardian. According to in-depth evaluations of these products (e.g. the one performed in the European Project NetProtect [6]), their filtering effectiveness is limited by the use of simple techniques, like URL blocking, or keyword matching. There is a need of more sophisticated and intelligent approaches to increase the effectiveness of filtering solutions. In this section, we describe the most popular approaches used for Web filtering, and focus on the most promising one, namely intelligent content processing.

The Web content filtering approaches can be classified in four major groups [18]:

- Self or third-party ratings, especially the use of Platform for Internet Content Selection (PICS) or Internet Content Rating Association (ICRA) ratings. Authors or reviewers label Web pages according to several types of content and levels, which are used by the filtering system to allow or block the pages according to the settings defined by the user or administrator. Unfortunately, only a small fraction of Web pages are labelled, and authors can inadvertently (or intentionally) label their pages with incorrect tags.
Uniform Resource Locator (URL) listing, that is, maintaining a list of blocked and/or allowed web sites. A Web page is blocked if its URL contains a blocked URL, or its outgoing links point to blocked URL addresses. These kinds of lists can be automatically or manually built, but they are difficult to keep updated, and do not account for domain aliasing.

Keyword matching, in which a set of indicative keywords or key-phrases (e.g. sex, free pics) are manually or automatically derived, form a set of Web pages to be blocked (e.g. containing pornography). A Web page is blocked if the number or frequency of keywords occurring in it, exceeds a predetermined threshold. This approach is prone to over-blocking, that is, blocking safe Web pages in which these keywords occur (e.g. sexual health, etc.).

Intelligent content analysis, which involves a deeper understanding of the semantics of text and other media items (especially pictures), by using linguistic analysis, machine learning, and image processing techniques. The heavy cost of building linguistic analyzers and image processing components, their domain dependence (e.g. techniques for detecting nude are quite different to those for recognizing Nazi symbols), and the delay caused by in-depth analysis, limit the applicability of these techniques.

The first three approaches, widely used in current filtering solutions, have proved quite ineffective, and have serious limitations [6]. We argue that intelligent content analysis is feasible, as far as the system design deals with delay issues, and linguistic and image processing are kept as shallow as possible. For instance, the POESIA project [15] is designed to have two levels of filtering: light filtering, for those Web pages that are not suspicious, or clearly inappropriate (e.g. pornographic); and heavy filtering, for those Web pages in which light filters are not able to give a clear judgment.

Linguistic and image processing techniques in the light filters are very limited and efficient, while heavy filters use more advanced (but shallow, anyway) methods, giving a more accurate but delayed answer.

As an instance of an intelligent analysis method, we next describe an approach to Web filtering as Automated Text Categorization, used in the Spanish pornography text filter developed in the POESIA project.

3.3 Web Content Filtering as Text Categorization

Automated Text Categorization (ATC) is the automatic assignment of text documents to predefined categories. Text documents are usually news items, scientific reports, e-mail messages, Web pages, and so on. Categories are often thematic, and include library classifications (e.g. the Medical Subject Headings), keywords in Digital Libraries, personal e-mail folders, Web directory categories (like Yahoo!'s), etc. Automated Text Categorizers can be built by hand (e.g. by writing rules for e-mail message filing in personal folders), or they may be constructed automatically, by training a text classifier on a set of manually labelled documents. This latter, learning-based approach has become dominant, and current techniques allow building ATC systems as accurate as human experts in a domain [23].

Pornography detection has been approached as learning-based ATC in several recent works, including e.g. [9] [10] [15] [18]. From these works, we can model pornography detection as a 2-class learning problem: train a classifier which decides whether a Web page is pornographic or not. In the learning phase, given two sets of pornographic (P) and safe (S) Web pages (the training collection), the following steps are given:

1. Each Web page in P or S is processed to extract the text it includes (pieces of text inside TITLE, H1, P, META; or, just all tags are stripped out), defining its text content. The text is tokenized into words, which may be stemmed and/or stop listed (ignoring those occurring in a function word list), producing a list of text tokens.
2. Optionally, a number of tokens is selected according to a quality metric like Information Gain. This step allows reducing the dimensionality of the problem, speeding up learning and may even increasing accuracy. The resulting set of tokens is the final lexicon.
3. Each page is represented as a term-weight (or attribute-value) vector, being the term’s previous text token. The weights can be binary (a token occurs in the Web page, or not), Term Frequency (number of times the token occurs in the page), TF.IDF (the previous one times the Inverse Document Frequency), Relative Term Frequency, etc. [23].
4. Finally, a classifier is induced using a training algorithm over the set of training vectors and its associated class labels. Algorithms used in this problem include the probabilistic Naive Bayes algorithm and Bayesian Networks [9], variants of lazy learning [10], semi-supervised Neural Networks [18], and linear Support Vector Machines [15].

The first and third steps define the text representation model, which in this case is often called the ‘bag of words’ model. It corresponds to the traditional Vector Space Model in Information Retrieval. The classification phase involves, given a new Web page whose class is not known, its representation as a term-weight vector similar to those in the training collection, and its classification according the model generated in the learning phase.

This phase must be extremely efficient, avoiding long delays in Web page delivery when they are allowed (classified as safe).

Hepple et al. [15] have roughly followed this approach for building text-based pornography filters for English and Spanish, reaching very good levels of effectiveness. For instance, the English filter is able to detect around the 95% of pornographic Web pages.

4 Case Study: Link-based Search Engine Spam

As a representative of link-analysis techniques in the Web, we have focused in this section on how Search Engines take advantage of the connected nature of Web information, in order to improve results ranking, and how this kind of ranking is being abused. We outline the most promising solutions to this kind of spam.
4.1 Link-based Ranking

The idea behind link-based ranking is that the relevance of a page with respect to a given query cannot be determined only on the bases of the page content (textual or otherwise), but also on the hyperlink structure of the page and its vicinity, or even of the whole web. The advantage of this form of ranking over the traditional, content-based methods is that they tend to provide a more exogenous measure of relevance, which, besides being more trustworthy, also appears to be more resistant to spam.

Link-based ranking techniques may be further classified into dynamic and static; the former rank documents with respect to a given query (and thus can only be computed at query-time) whereas the latter are query-independent, and they can be rather interpreted as a measure of absolute importance of a web document. Even if the recent literature on the subject discusses both kinds of rankings, the real massive usage of dynamic algorithms is still unfeasible in the large scale, whereas static techniques are largely popular, and most today's search engines are believed to adopt them in one form or another.

The simplest static ranking is the so-called in-degree: a page is considered important if and only if it has many in-links, i.e., if there are many pages (called in-neighbors) that have a hyperlink towards it. Indeed, in-degree is a trivial measure of popularity; it is not really difficult to spam it, though, because one can just create many in-neighbours for a page with the only aim of deceiving the ranking algorithm, letting it believe that is more important than it should be.

A generalization of this idea is the well-known PageRank algorithm [21]. A suggestive metaphor to describe the idea behind PageRank is the following: consider an iterative process where every web page has a certain amount of money that will at the end of the process be proportional to its importance. Initially, all pages are given the same amount of money. Then, at each step, every page gives away all of its money to the pages it points to, distributing it equally among them: this corresponds to the interpretation of links as a way to confer importance. This idea has a limit, however, because there might exist groups of pages that "suck away" money from the system without ever returning it back. Since we want to disallow the creation of such oligopolies, we force every page to give a fixed fraction of its money to the State; the money collected this way is then redistributed among all the pages.

One can prove that this process indeed reaches a stable behavior for every taxation rate between 0 and 1 (but strictly less than 1); the parameter is called damping factor and it is a measure of the degree of importance we are giving to web links (in particular, when every page has the same PageRank). For traditional (and, in part, still mysterious) reasons, 0.85 turns out to work particularly well, and is the value used for PageRank computations in most cases.

Google was the first search engine to use PageRank, and many believe that most of its popularity is due to the success of this technique.

4.2 Link Spam Detection

With the increased use of link analysis and page popularity in search engines to improve query result precision, an increasingly large number of web-site designers have started developing techniques to mislead link-based ranking algorithms so to increase the rank of their pages undeservedly: these techniques are broadly known as link spam. This phenomenon is continuously increasing, and it is highly relevant from an economic viewpoint: Amit Singhal, principal scientist of Google Inc., estimated that the search engine spam industry might have had a revenue potential of $4.5 billion in year 2004 if they had been able to completely fool all search engines on all commercially viable queries [3].

We might define a link-spam page as a page that is connected so to receive an undeservedly high rank by some search engine; this definition is, however, vague because it may depend on the specific query and on the specific search engine (or, more precisely, on the ranking techniques adopted by the search engine), and also requires a human evaluation about what "undeservedly high" means, something that may be difficult to define and even to decide. Nonetheless, as far as techniques like PageRank or similar static algorithms are concerned, link spam does not depend on the query and its focus is on trying to let a page appear more important or valuable than it is, thus deceiving the link-based algorithm.

As someone observed [3] a page might have an undeservedly high rank even if it is not a spam page; in a sense, the definition of link spam depends on the intention of the page designer, and as such it is relatively subjective: we may call spam the set of pages and links that a web-site designer would not have added to his/her site if search engines did not exist [22]. It is worth observing, as a side remark, that what we call "link spam" is also known as "search engine optimization" (SEO) by web designers, an expression that is aimed at inducing one to perceive spam as a good, or at least innocent, behaviour. We may also have good sites colluding each other to improve their ranking [2], so it is very difficult to distinguish ethical optimizations from bad ones. In particular, is it spam when good sites try to fight spam using techniques used by spammers?

As observed by many authors [2] [4], link spam is usually realized through the creation of a set of pages or domains with a highly-connected structure, often referred to as link farms, that are designed to convey rank towards some target pages; the links that are created with the only purpose of link spam are sometimes called nepotistic. Some authors, in particular, studied the impact of link farms on PageRank values [2] [8] [27], which turn out to depend both on the damping factor and on the structure of the link farm itself. A study of the optimal structure of link farms (a structure that maximizes rank gain) is presented in [13].

The latter paper is an attempt to give a taxonomy of link spam; as far as spammers are concerned, there are a number of domains over which they have full power, and where they can create hostnames and/or pages with almost no ex-
pense or effort. They also may have a limited access to other pages which they can moderately modify (e.g., blogs on which they can post comments). Finally there is a large part of the web over which they have no control whatsoever. Of course, spam detection is mostly based on the comparison between spam pages and the part of the web that is inaccessible to spammers. Some techniques used by spammers include creating a honey pot (a web site containing useful resources, e.g., manuals, that also contains links towards some target pages so as to boost their rank), infiltrating a publicly-accessible web directory, posting (usually, by means of a robot) comments in blog, message boards etc. that contain spam links, buying expired domains etc.

4.3 Detection and Penalization

While web content spam can be easily identified in most cases by human direct inspection, link spam is much more elusive [4]: pages designed to deceive ranking algorithms can look absolutely innocent and their content might appear to be valuable (often, it is indeed copy-and-pasted from existing non-spam pages). Trying to devise algorithms for the automatic detection of distrusted pages is absolutely necessary: some algorithms try to identify pages that are likely to be spam, i.e., that exist with the sole purpose of boosting the rank of some other pages, whereas other techniques focus on the search of nepotistic links, that is, links that mainly convey undeserved rank.

Once a link or a page has been marked as distrusted, we must find a way to penalize it so that its importance is reduced with respect to how it would be otherwise. The most radical solution is simply getting rid of the page, expunging it from the index forever and blacklisting it so that it will not be crawled in the future. The search engine can be more indulgent, and put the page in quarantine: the page will not appear in the index, but it will be crawled again in the future to give it a "second chance" of redemption. A more indulgent (but sensible and still effective) action consists in penalizing the page so that it receives a lower rank than it would with the ranking algorithm usually adopted.

Often, detection and penalization are really implemented as a single ranking technique that gives the same results as some other standard ranking algorithm (e.g., PageRank) for non-spam pages, while penalizing spam pages.

Of course, some simple yet sometimes effective solutions exist:
- Maintaining a blacklist of pages that are abusing the incoming links.
- Dropping links between pages with the same host, or even the same domain [8].
- Counting the number of host names under which a given IP address is known: when this number is very high, it is most likely a spam site [11].

Some by-now classic approaches to link-spm detection consist in trying to classify pages as spam/non-spam with the aim of some standard classifiers, using suitable page features, in the same way as e-mail spam is detected. One of the first works in this direction was [8], who tried to characterize nepotistic links using the C4.5 classifier with purely syntactic features (such as whether the links were between pages with the same host/domain, the number of words in common between the titles of the two pages etc.), achieving a very high accuracy (above 90% in all cases). A similar approach was followed also in [1] in the more general framework of page categorization.

More recently Baeza-Yates et al. [2], in the same line of research, tried to combine a large number of link-based measures for spam detection, and used them as features for automatic classification via decision trees, obtaining an optimum spam-detection rate of about 79% with just 2.5% of false positives. The features they used include the page-in-and out-degree, the reciprocity (fraction of out-neighbours of a page that are also in-neighbours), the assortativity (ratio between the out-degree of a page and the out-degree of its neighbours), the maximum PageRank of the site, the standard deviation of PageRank of the neighbours etc.

4.4 Diffusing Trustworthiness and Suspicion

Among the SEO community, is believed [24] that some search engines (most notably, Google) are using a link-spm detection algorithm known as BadRank. This algorithm starts from a set of pages marked as "bad" and uses a technique similar to PageRank (but with arc direction reversed) to diffuse badness: the justification behind this algorithm is that a page is bad if it points to many bad pages (the PageRank slogan, instead, states "a page is good if it is pointed to by many good pages"). Even though it is common knowledge that this technique is adopted by Google, we don't know of any evidence behind this belief.

A conceptually similar, but dual, algorithm is TrustRank [14]: they start from a set of trusted nodes, and use a PageRank-like diffusion algorithm to spread the trustworthiness value all over the graph. Nodes with low trust value are then penalized as suspect.

A related idea [24] is to try to individuate link farms consisting of TKC (Tightly Knit Communities), following the same route as in [4] but obtaining an algorithm that can be applied fruitfully also to large (Web-size) graphs. They deem a page "bad" if and only if there are too many domains that happen to be both out- and in-neighbour of the page: the set of bad pages is called seed. Then, the seed is expanded recursively according to the idea that a page that points to too many bad pages is itself bad, as in BadRank. Finally, PageRank is computed by penalizing or deleting links from bad sites. We can also decide the quality of a page based on both measures: trust and spamminess.

4.5 Statistical Measures of Irregularity

A key observation that stands behind many spam-detection algorithms is that spam pages present some features that do not follow the usual statistical behaviour of non-spam pages; indeed this observation is the basis of the classifier-based methods described above. Some more recent observations [27] showed experimentally that there is a correlation between spanniness and the way in which
PageRank values react to changes in the damping factor: this remark suggests that one might compute PageRank for different values of the damping factor, and penalize the nodes that show a PageRank with suspicious behaviour. This approach has been often criticized in that it requires many re-computations of PageRank, and thus seems to be unfeasible, but in [5] a technique is presented that shows how to approximate PageRank for all values of the damping factor with a computational effort that is only slightly larger than that required for computing a single PageRank vector.

A very general algorithm based on the idea of statistical irregularity is SpamRank [3]. SpamRank acts in three phases:

- First of all, a Monte Carlo iterated algorithm is used to determine the set of supporters of each page (the supporters of a page $P$ are those pages that give the highest contribution to $P$'s PageRank).
- Then, some measure of regularity is computed for the set of supporters of a given page; a simple measure of regularity is some statistical correlation (e.g., Pearson correlation) between the PageRank values and an ideal Zipf distribution: this measure is based on the empirical observation that PageRank values have such a distribution, and that this property is largely independent from the subset of the web graph under examination.
- Finally, if the set of supporters is very irregular, they are penalized proportionally to their irregularity.

5 Trends in AIR in the Web

The evolving nature of the Web leads to new killer applications and, in consequence, new forms of abuse. We want to show the challenges that Search Engine operators and Web users face in the next future, regarding these applications.

As more and more Social Network applications are getting more and more popular, they are also getting the attention of abusers. Some forms of marketing can be considered legitimate. For instance, Cinema Studios may use video sharing sites like YouTube for promoting their upcoming premieres. This kind of marketing is legitimate, as users spread their interest as they usually do for other (amateur) contents.

But Social Network web sites are plagued by spam. There are specific forms of spam. For instance, as YouTube videos are presented to the user by using its middle frame, some abusers are uploading videos with advertisements in that frame. Or when people is informed that the Google Maps aeroplane is taking pictures of their neighbourhood, they try to get pseudo commercial messages recorded, as recently in Sidney (Australia). Other sites affected by spam are Wikipedia, the Open Directory Project, Flickr, Orkut, Digg, etc.

The very realization of Social Network Spam (recently named "snam") is the utilization of the FOAF (Friend of a Friend) message feature frequently found in this new genre of networks. Google’s Orkut, a network of some 200,000 members, offers the ability to send messages to FOAFs. FOAF messages often contain conference promotions or job postings that, while low in volume, will one day require action on the part of network managers. In fact, this kind of spam is also affecting blogs.

The specialized forms of spam will require specific methods. However, we believe that current techniques used for addressing blog spam may well be useful for detecting and controlling Social Network spam, and no doubt they should be considered as the most promising starting point.
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**Abbreviations and Acronyms**

AIR: Adversarial Information Retrieval.

ATC: Automated Text Categorization.

FOAF: Friend of a Friend.

HTML: HyperText Mark-up Language, a script used for writing the coding for web pages.

ICRA: Internet Content Rating Association.

IDF: Inverse Document Frequency.

PICS: Platform for Internet Content Selection.


SEO: Search Engine Optimization, adjusting web-page scripts to achieve a high search engine ranking.

TF: Term Frequency, number of times the token occurs in the page.

TF.IDF: Term Frequency multiplied by Inverse Document Frequency.

URL: Universal Resource Locator, a standard form of website address.
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